Stimulating Reproducible Software Artifacts
Luis Oliveira, David Wilkinson, Daniel Mossé, and Bruce R. Childers
School of Computing and Information, Department of Computer Science, University of Pittsburgh
loliveira,dwilk,mosse,childers@pitt.edu

ABSTRACT
Concerns about software-based science reproducibility are ubiquitous throughout the research community as nearly every field of science depends on experiments using computational artifacts. Recently, federally funded research has been mandated releasing data artifacts, but not software and workflow artifacts. Whenever accessible, software artifacts are typically hard to install/use, and experiment workflows are poorly documented and/or ad hoc. This increases the difficulty of replicating results and reusing computational artifacts, slowing down scientific progress. Several software systems have emerged to address this challenge. In this paper, we describe an approach to evaluate these software systems and to determine well they meet needs to replicate and reuse software, data, and workflow artifacts. As an example of the approach, we evaluate our own Occam system.

CCS CONCEPTS
• General and reference → Experimentation; Evaluation; Experimentation; Evaluation; • Software and its engineering → Software libraries and repositories; Software libraries and repositories; Open source model.
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1 INTRODUCTION
Computational reproducibility has been elevated to a first-class concern, and researchers are now trying to make their software, data, and workflow artifacts more widely available through web pages or repositories, like GitHub [18], Bitbucket [6], GitLab [19], myExperiment [15], etc. However, the software, data, and metadata are often incomplete (e.g., authors might fail to provide scripts, parameters, configuration files, etc.) to fully repeat experiments, due to undocumented dependencies: either they don’t compile or run (readily or at all), or they produce different results (e.g., a change in how glibc handles floating point numbers can lead to significantly different results [20]).

As a solution to these problems, we implemented an open-source prototype system called OCCAM [26] to define, conduct, and share experiments as executable content. The platform combines and expands the traits of many other frameworks to support the full research lifecycle, from developing and exploring initial ideas to associating executable content with scholarly publication [8]. OCCAM has a federated organization to marshal contributed data storage and computational resources to support many users that produce large amounts of data and require large amounts of processing power. OCCAM includes a way to identify and index content, a data store for inputs and results of experiments, and a mechanism to record provenance. OCCAM also permits the creation and sharing of computational experiments in the form of interactive, dynamic workflows that can be changed and re-executed to generate new results, all of which are saved and can then be shared.

2 RELATED WORK
The body of work in software and experiment curation mirrors the concern of many researchers in recent years, resulting in many different frameworks to share and rerun computational experiment but suffer from high fragmentation and limited scope. There are emerging standards for packaging content in projects such as Popper [23], Research Objects [5], and DataMill [13]. The most basic tools, and currently the ones with the most use, are online code and data repositories such as GitHub [18], GitLab [19], and BitBucket [6] commonly used by industry, academics, and individuals for collaborative development and code sharing. Similarly, but oriented towards scientific research, websites such as RunMyCode [30], MyExperiment [15], Zenodo [34], Open Science Framework [28], and two independent projects both called Datahub [12][11] have been created to share code, datasets, and experimental workflows. Like OCCAM, these platforms allow for search, find, and download software, but they do not support executable experiments.

There are tools that focus on rerunning software experiments while avoiding “dependency hell”, where a user typically struggles to find undocumented dependencies and their correct versions. For that purpose, tools such as ReproZip [29], CDE [7], and Sumatra [14] capture the information about the running software, dependencies and their versions to ensure that nothing is different between executions. ReproZip and CDE go one step further and package all the necessary files such that the experiment can be reproduced in another computer through virtualization. However, this technique does not easily allow for software reutilization, for example, reading a different input file may require an unpackaged dependency. Umbrella [24] describes a software environment and generates VMs on the fly before running experiments, containing all the software required to run an experiment, making changes to the environment possible. Software packed in Umbrella is highly modularized and
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Several tools exist to implement workflows such as Taverna [33], Galaxy [16], and Kepler [4]. Taverna focuses on workflows alone and relies on external entities to provide the artifact services, while Galaxy tools cannot define their own isolated running environment, and Kepler only supports Java applications. In addition, similarly to some of previous tools, OCCAM tracks the lineage and provenance of all of its contents, allowing the inspection of the history of every piece of code and experiment; and OCCAM provides easy to use front-end services, that lower the technical barrier for new users. A fun example: we can play Super Mario Bros. in a NES emulator [3] and Doom [2] in a DOS emulator on OCCAM.

3 REPRODUCIBLE EXPERIMENTS

Different approaches have been taken towards creating better and more reproducible software, from building on-line code repositories for software (e.g., RunMyCode [30], MyExperiment [15]) to systems that capture the execution of software and allow to execute it again (e.g., Reprozip [29]). More recently, publishers and research funders have joined these efforts by implementing new procedures in the publishing process, such as Artifact Evaluation, and by requiring data management plans as part of approved projects.

Such commendable efforts have resulted in multiple tools that try to address specific concerns, but do not fully satisfy them [31]. A platform that provides all the services required to perform reproducible experiments is still missing. Below we describe the requirements for such software tool.

3.1 Levels of reproducibility

A set of requirements for reproducible research was recently proposed to evaluate software preservation tools according to their ability towards preserving verifiable software experiments [31]. The levels of reproducibility are organized as a pyramid, with degrees of preservation, see Fig. 1. In this paper, we divide the pyramid in three main categories, Accessibility (Shareable, retrievable, and discoverable artifacts), Executability (Deployable, and Repeatable artifacts), and Interactive (Configurable and derivable artifacts), each containing services that must be provided to preserve computational experiments. Note that each level of the pyramid provides more value than the previous, but previous levels are not strictly required by the latter. For example, an experiment can be repeatable without being shareable, however, it is not very useful for scientists to be able to repeat an experiment unless they have access to it, to inspect, study, and understand.

3.2 Accessibility of software artifacts

At the bottom of pyramid, the property that should be provided to everyone is Accessibility that includes sharing, retrieving, and discovering software artifacts. For artifacts to be useful, they must exist and be shareable. In order to be shared, artifacts need to be packaged/encapsulated. And the packaging needs to be flexible, because software is heterogeneous and may have different packaging requirements. Yet, some basic elements need to exist in any packaged artifact; an ID, which uniquely identifies the object, and a version to prevent unexpected results from untracked changes (e.g., a “temporary” change to a configuration for debug causing all experiments to stop working).

Assuming artifacts are shareable, they must also be findable (e.g., through a URL or search) and retrievable (i.e., downloaded). Some retrievable-only artifacts are restricted access artifacts; therefore, an artifact that can be discovered, that is, a public artifact, provides stronger reproducible results. Clearly, most on-line software repositories already fit this description.

A much more interesting prospect is to be able to discover artifacts using the results they produce, and vice-versa (rather than the usual search by keywords). This feature can be invaluable, allowing researchers to quickly discover relevant artifacts and experiments. For example, a researcher finds a many-variable plot that displays the information in a way that can be used for his work; with this feature, he could easily access the software that plotted that information and possibly use it in his own work.

3.3 Preserving Execution

At the center of the pyramid is the Executability level. To satisfy this level, a system must provide the means to deploy (i.e., run) the software artifacts, and when the executions is repeated (i.e., in the same experiment) it must produce the same conclusions.

The first aspect an experiment preservation system needs to determine is whether it preserves the binaries only or if it preserves the source code. The different trade-offs between the two approaches are summarized in Table 1.
Binary preservation (i.e., storing binary files instead of source code) is popular for software distribution as evidenced by many OS package management systems. It has also been used in tools that replicate previous results (e.g., ReproZip [29], Umbrella [24], CDE [7]). The advantage to this choice is the smaller storage footprint and reduced installation times versus distributing code and compiling it. However, this approach only preserves the ability of running the same experiment multiple times with no possibility of modifying the software or inspecting the code. There is also often limited information about how the software was compiled.

Conversely, preserving all the source code enables reproducible research. Most software contains errors [22], and a failed reproduction study only shows there is an error, not where the error is (e.g., is it a software bug, is it a dataset formatting error, etc.). As such, preserving the code, the ability to inspect it, and to use it at a later time, is vital to verify claims and root out those errors. Preserving the code also allows other researchers to build on it, by re-using and modifying software artifacts, and deploying the artifact with possibly different (but compatible) library versions, which permits leveraging the software in new ways for new results. To be thorough, even visualize tools used should be preserved.

Preserving software is more than storing source code. The ability to execute that source code, both for replicating previous results and to produce new results, needs to be preserved. We advocate full source code preservation, which implies that both build and run instructions must be preserved. Building and running software poses its own challenges that must be solved. Namely, to avoid undocumented dependencies and their versions, the commonly called dependency hell, all dependencies must be documented (as metadata) and preserved as artifacts. Then, all elements in an experiment can be modified and re-compiled, allowing users to build on them or quickly reuse them in experiments, even if their original artifact source code is no longer available [21].

Even re-executing the same software with reliable deployment and repeatable results is not easy: It requires preserving not only the artifacts themselves, but also their dependencies and the commands to run the software [27]. For example, updating a library may lead to accidentally breaking the execution of some artifact. Therefore, experiments should be sandboxed in a virtual environment (e.g., Docker containers or VirtualBox virtual machines) that contain the correct software. Only then can experiments reliably produce the same results, instead of unexpectedly different results. In fact, there are two main approaches to sandboxing experiments: (1) create the environment in a VM and preserve the VM; or, (2) preserve the environment files (i.e., all software dependencies with enough detail to reconstruct the environment and to execute the software) and create the environment on-demand. The pros and cons of these approaches are summarized in Table 2.

For the first approach, several VM technologies can be used to preserve an experiment’s execution environment. Some technologies, such as VirtualBox and Xen, implement full system virtualization, while others, such as Docker and LXC, implement OS-level virtualization where some of the components are shared with the host system, notably the kernel. Preserving and distributing a VM [1, 9] is a widely used approach to facilitate the evaluation of experiments and artifacts as part of peer review. However, in the long term, preserving VMs is not the best solution [32]. First, VM are dependent on the software that runs them, and therefore, when that software is deprecated, the VM may become useless. Second, reusing VMs is both inefficient and complex; for example, (a) changing the input of a software artifact preserving the original experiment requires the clone of the complete VM and (b) extracting a library from a VM to use in another VM can be daunting.

In contrast, storing all artifacts and their dependencies separately, and assembling them on-demand is a method that is not dependent on any specific technology. In fact, it can be used with any virtualization system, or natively deployed (sometimes it may even be required for a hardware-dependent application). Due to the flexibility of this approach, any execution back-end can be replaced, and possibly emulated, if the original is no longer available.

### 3.4 Interactivity

At the top level of the pyramid, an Interactive system that allows experiments and software artifacts to be (re-)configured and derived (i.e., also allowing for modification of existing artifacts), although providing a replay button is important (e.g., to deploy experiments on different hardware to verify software behavior).

From our experience as programmers, all code has bugs, it’s just a matter of time until they surface. As such, unless we are able to modify the code to fix those bugs and correct previous results, preserving the source code does not provide much improvement over binaries. Similarly, static experiments that cannot be modified are of limited usefulness, for example, for reviewers and other scientists that want to review and reuse the experiment to explore different configurations or datasets, explore the configuration space to produce corroborating results, or simply to compare results with similar artifacts.

### 4 OVERVIEW OF OCCAM

In this section we describe our system to create reproducible research software, and refer back to Section 3.1 pointing at the desired...
Build on demand

<table>
<thead>
<tr>
<th>Pros</th>
<th>Build on demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Mostly independent of the running host</td>
<td>• Software can be deployed in different virtualization technologies</td>
</tr>
<tr>
<td>• Ready to use</td>
<td>• Allow composable software modules</td>
</tr>
<tr>
<td>• Large storage footprint</td>
<td>• Highly dependent on documentation (dependencies must be documented or it will fail)</td>
</tr>
<tr>
<td>• Dependent on the virtualization software</td>
<td>• Possibly high overhead on first execution (pay one time only!)</td>
</tr>
<tr>
<td>• Small changes require large data duplication</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Pros and cons of different approaches for sandboxing executions

properties. OCCAM is a platform to create, run and share software-based experiments. Users contribute their own artifacts, which can be combined with other (own or others') artifacts and used in workflows to define and conduct experiments. An experiment is the execution of a workflow, which is, in turn, a directed acyclic graph of artifacts that includes configurations, input parameters, input data, and code. Workflows, software artifacts, datasets, and results from experiments, like all content curated in OCCAM, can also be shared with (shareable), modified and reused (configurable and derivable) by specific groups of users. OCCAM supports a range of software and data types; it is designed to be agnostic to the underlying contents (i.e., the artifacts can interoperate).

OCCAM was designed specifically for executable experiments, where all execution is automated (deployable). OCCAM orchestrates the execution of the workflow, including (1) container provisioning, job scheduling on distributed resources, and data transfers; (2) recording and curation of results from execution of experiments; and, (3) capturing provenance and lineage information about an executed experiment (repeatable). With this information, OCCAM provides access to any experiment in a way that it can be inspected, modified and rerun in a subsequent experiment.

OCCAM has a multi-instance organization to marshal contributed computational and storage resources into a federation. As depicted in Fig. 2, a user can instantiate their own local instance of OCCAM, which can use private resources to execute experiments and store content. The user’s local instance can be connected to other instances to form a federation, which may be private (single machine, research group’s, or a university’s computational cluster or data repository) or public such as cloud hardware resources. We provide access control for each user and each resource.

Using OCCAM, users can import their own artifacts into a federation, create and conduct experiments in any instance they have access to, and share experiments and results with other users (e.g., collaborators or reviewers). After a user marks a workflow as shareable, other users can access/retrieve/use (retrievable) that workflow either by knowing its identifier or by using the search utility, which allows for searching by name, type, or other tags present in the metadata of each object (discoverable). Experiments in OCCAM are modifiable and re-runnable to allow users—regardless of their role, i.e., researcher, reviewer, and paper reader—to interact with the experiments. For example, experiments can be shared for Artifact Evaluation [9], where peer reviewers check that the artifacts and experiments support the conclusions of a scholarly article under review. Lastly, if a paper contains an OCCAM link, a user can re-run that experiment or run it with different configuration parameters that were not considered in the original article. In fact,

5 CONCLUSIONS

We presented our philosophy of execution environments for reproducible research and introduced several desired properties of such systems, namely the desire for artifacts to be shareable, retrievable, discoverable, deployable, repeatable, configurable, and derivable. We also presented an overview of OCCAM, our framework for the interactive curation of artifacts and experiments, our design of how OCCAM provides the desired properties.

OCCAM brings together features that exist in other frameworks, thus improving access to computational artifacts, and providing the infrastructure to replicate the results created by those artifacts. OCCAM preserves software and artifacts, as well as provenance of software and results, allowing further examination of and experimentation with the software, configuration, input data and parameters that generated results, plots, and data of an experiment. OCCAM overheads are small when compared with the actual execution of common simulators.
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